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Lexical semantic change (LSC) detection

▶ The goal of lexical semantic change detection is to identify changes in
conventional word meaning

▶ Typically LSC detection performed across two distinct time periods: t1 and t2
▶ Q: Is the conventional meaning of word w in t2 different from what it was in t1?

▶ All usages within a time period are typically treated as synchronic for modeling
purposes

▶ There’s Often a gap between t1 and t2. E.g. SemEval-2020 Task 1:1

English (CCOHA) 1810–1860 1960–2010
German (DTA/BZ+ND) 1800–1899 1946–1990
Latin (LatinISE) -200–0 0–2000
Swedish (Kubhist) 1790–1830 1895–1903

1Schlechtweg et al., 2020



Sense-aware LSC detection evaluation...

...without explicit word-sense annotation (Schlechtweg et al., 2020).

Subtask 1 Binary classification: for a set of target words, decide which words lost or
gained sense(s) between t1 and t2, and which ones did not.

Subtask 2 Ranking: rank a set of target words according to their degree of LSC
between t1 and t2.

Binary change and degree of change are both derived by comparing sense frequency
distributions between time periods.

So how do we get sense frequency distributions without explicit sense annotation?
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Word Usage Graphs (WUGs)

A usage graph G = (U,E ,W )

▶ U - set of usages: u1, u2, ...

▶ E - edges between usages (ui , uj)

▶ W - weight of edges: W (ui , uj) ∈ R+

Time periods partition U into the sets of
usages falling within the time period.

▶ U1 ∪ U2 = U

▶ U1 ∩ U2 = ∅



Diachronic Word Usage Graphs (DWUGs)

A usage graph G = (U,E ,W )

▶ U - set of usages: u1, u2, ...

▶ E - edges between usages (ui , uj)

▶ W - weight of edges: W (ui , uj) ∈ R+

Time periods partition U into the sets of
usages falling within the time period.

▶ U1 ∪ U2 = U

▶ U1 ∩ U2 = ∅



DURel annotation (Schlechtweg et al., 2018, 2021)



DURel annotation



Many2 time period LCD

▶ In the real world, meaning change is a (more or less) continuous process
▶ We want to develop methods that don’t rely on the artificial assumption of two

time periods. Why?
▶ Practical applications: LSC needs to be able to detect changes in real time.
▶ Historical linguistics: We may want to ask when a change took place.

▶ New Q for N time periods: Is there a change in the conventional meaning of word
w between any pair of time periods in t1, ..., tN?

2I.e., more than 2! (possibly many more...)



DWUGS with many time points

Many time point diachronic usage graphs are basically the same but we partition U
further for t1, ..., tN .

▶
⋃

i≤N Ui = U

▶ Ui ∩ Uj = ∅ for all i , j ≤ N
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What to do?

Challenges:

▶ The more time periods the sparser our data in any one time period becomes
▶ Some time periods may end up with very few usages

▶ If we want to know if changes have happened between say t1 and t5, can we leverage
information from usages in t4?

▶ This is both a modeling challenge (how do we detect if change has occurred in an
unsupervised way?)

▶ And an annotation challenge (how do we determine if change has occurred given
sense-annotated usages?)

Ways forward (annotation & evaluation):

▶ (How) should the DURel edge sampling heuristics be modified??

▶ Can we confidently annotate some portion of edges with an automatic annotator?
(e.g., with XL-LEXEME (Cassotti et al., 2023))
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Computational Approaches 
for Language Change

Change is Key!
Program



Computational Approaches for Language Change 

XL-LEXEME: WiC Pretrained Model 
for Cross-Lingual LEXical sEMantic 
changE

222



Computational Approaches for Language Change 

Lexical Semantic Change (LSC) Detection is the task of automatically 
identifying words that change their meaning over time.

Lexical Semantic Change

333

1810-1860 Provide a large table; this is a horizontal plane, and will represent the ground plane, viz.

1960-2010 The President's plane landed at Goose Bay at 9:03 p. m.



Computational Approaches for Language Change 

WSD vs WiC vs LSCD

444

Provide a large table; this is a 

horizontal plane, and will 

represent the ground plane, viz.

The President's plane landed at 

Goose Bay at 9:03 p. m.

airplane.n.01plane.n.02



Computational Approaches for Language Change 

WSD vs WiC vs LSCD
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Provide a large table; this is a 

horizontal plane, and will 

represent the ground plane, viz.

The President's plane landed at 

Goose Bay at 9:03 p. m.

0: Different meaning



Computational Approaches for Language Change 

WSD vs WiC vs LSCD

666

1: Changed

plane
1810-1860

plane
1960-2010



Computational Approaches for Language Change 

XL-LEXEME

777



Computational Approaches for Language Change 

Word-in-Context Datasets

888

Dataset Languages

WiC
Pilehvar et al., (2019

Monolingual
EN

XL-WiC
(Raganato et al., 2020)

Multilingual
EN, BG, ZH, HR, DA, NL, ET, FA, FR, DE, IT, JA, KO

MCL-WiC 
(Martelli et al., 2021)

Multilingual
EN, AR, FR, RU, ZH

Crosslingual
AR, FR, RU, ZH

AM2ICO
(Liu et al., 2021)

Crosslingual
EN, DE, RU, JA, KO, ZH,AR, IN, FI, TR, EU, KA, UR, BN, KK



Computational Approaches for Language Change 

Experimental Setting

999

XL-LEXEME is evaluated on SemEval 2020 Task 1 Subtask 2 and RuShiftEval 
benchmarks.
The LSC score is computed as the average pairwise distances between pairs of 
sentences of different periods:

where 𝛿 is the cosine distance and (st0,st1) are pairs of sentences sampled 
respectively from t

0
 and t

1
.



Computational Approaches for Language Change 

Results (SemEval 2020 Task 1 Subtask 2)

101010

The symbol † indicates there is no statistical difference (p<0.05) with the correlation obtained by XL-LEXEME.

Model EN DE SV LA Avg.

SemEval-2020 Task 1 Subtask 2 Leaderboard
UG_Student_Intern 0.422 0.725 †0.547 0.412 0.527

Jiaxin & Jinan 0.325 0.717 †0.588 0.440 0.518

cs2020 0.375 0.702 †0.536 0.399 0.503

UWB 0.367 0.697 †0.604 0.254 0.481

Count baseline 0.022 0.216 -0.022 0.359 0.144

Freq. baseline -0.217 0.014 -0.150 †0.020 -0.083

Temporal BERT

TempoBERT 0.467 - - 0.512 -
Temporal Attention †0.520 †0.763 - 0.565 -

cross-encoder †0.752 †0.837 †0.680 †0.016 0.571

XL-LEXEME 0.757 0.877 0.754 -0.056 0.583



Computational Approaches for Language Change 

Results (RuShiftEval)

111111

Model RuShiftEval1 RuShiftEval2 RuShiftEval3 Avg.
RuShiftEval Leaderboard

GlossReader †0.781 †0.803 †0.822 0.802
DeepMistake †0.798 †0.773 †0.803 0.791
UWB 0.362 0.354 0.533 0.417
Baseline 0.314 0.302 0.381 0.332

cross-encoder †0.727 †0.753 †0.748 0.743
XL-LEXEME 0.775 0.822 0.809 0.802
XL-LEXEME (Fine-tuned) 0.799 0.833 0.842 0.825

The symbol † indicates there is no statistical difference (p<0.05) with the correlation obtained by XL-LEXEME.



Computational Approaches for Language Change 

Emerging trends in gender-specific 
occupational titles in Italian 
Newspapers

121212



Computational Approaches for Language Change 13

Occupational titles in Italian

1313



Computational Approaches for Language Change 14

Occupational titles extraction

1414



Computational Approaches for Language Change 15

Corpus

● Articles extracted by two Italian newspapers (i.e. La Stampa 
and L’Unità)

● Wide historical period (1948-2005)
● 3,529,820,155 tokens
● Automatically annotated with PoS tags, lemmas, 

morphological features and dependency relations

1515



Computational Approaches for Language Change 16

Preprocessing: PoS tags
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Computational Approaches for Language Change 17

Preprocessing: Morphological features

1717



Computational Approaches for Language Change 18

Preprocessing: Polysemy

disciplina

matematica fisica informatica

1818



Computational Approaches for Language Change 19

Smoothed frequencies

Absolute frequency of the occ. title       computed on the year  

Vocabulary length on the year

Number of tokens on the year 

1919



Computational Approaches for Language Change 20

Odds

Smoothed frequency of feminine form computed on the year 

Smoothed frequency of masculine form computed on the year 

2020



Computational Approaches for Language Change 21

Linear Regression

> 0  feminine occurrences increasing faster 
respect to the masculine occurrences

= 0 no correlation

< 0 masculine occurrences increasing faster 
respect to the feminine occurrences

2121
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Computational Approaches for Language Change 24

Linear Regression

> 0  feminine occurrences increasing faster 
respect to the masculine occurrences

= 0 no correlation

< 0 masculine occurrences increasing faster 
respect to the feminine occurrences
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Computational Approaches for Language Change 25

Slope of the odds
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Computational Approaches for Language Change 26

Decreasing odds: infermiere example

2626



Computational Approaches for Language Change 27

Frequencies of fotomodello/fotomodella

2727



Computational Approaches for Language Change 28

Frequencies of marciatore/marciatrice
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Computational Approaches for Language Change 29

Frequencies of fotomodello

2929



Computational Approaches for Language Change 30

Frequencies of marciatrice

3030



Computational Approaches for Language Change 31

Entities extraction

3131



Computational Approaches for Language Change 32

Entities: ballerino example

3232



Computational Approaches for Language Change 33

Entities: poetessa example

3333



Computational Approaches for Language Change 

Graph Databases for Diachronic 
Language Data Modelling

343434



Exploiting the WordNet Hierarchy: the case of 
humanitas
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Analysis: Exploiting the WordNet Hierarchy
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Analysis: Exploiting the WordNet Hierarchy
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Analysis: The case of beatus



Analysis: The case of 
beatus



Thank you for 
your attention!

4747

e-mail: pierluigi.cassotti@uniba.it
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|      SPRÅKBANKEN TEXT



UNIVERSITY OF GOTHENBURG

Background: Aims of the current case study 
• Lexicography is one the application areas that we promised to focus on in 

the Change Is Key program. 

• In summary, we promised to develop methods/tools to assist 
lexicographers in their work to identify and record semantic changes in the 
vocabulary of a language (Swedish); collaborative work 

• The current work is a first step towards fulfilling that promise. 
▪ Make the available computational resources more usable for 

lexicographers.      

|      SPRÅKBANKEN TEXT



UNIVERSITY OF GOTHENBURG

Background: The Contemporary Dictionary of the 
Swedish Academy’ (SO, 2021)   

|      SPRÅKBANKEN TEXT

65 000  headwords

SOME QUESTIONS WITHIN THE 
DICTIONARY PROJECT:

Are the semantic descriptions of 
the headwords up to date?

Have the meanings of the 
headwords developed in some 
way since the 2nd edition (2021)?
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Background: The Contemporary Dictionary of the 
Swedish Academy’ (SO, 2021)   

|      SPRÅKBANKEN TEXT

65 000  headwords
SOME QUESTIONS WITHIN THE 
DICTIONARY PROJECT:

Are the semantic descriptions of 
the headwords up to date?

Have the meanings of the 
headwords developed in some 
way since the 2nd edition (2021)?

The SO-lexicographers 
currently do not use any 
formal, computational 
methods for discovering 
semantic changes.



UNIVERSITY OF GOTHENBURG

Data: 50 polysemous SO headwords in focus

|      SPRÅKBANKEN TEXT

lemma part of
speech

meanings in SO (2021) English (rough 
translation)

bagage noun 1 main sense, 1 subsense (fig.) luggage, baggage

baksida noun 1 main sense, 
2 subsenses (ext., fig.)

back, downside, 
drawback

enkelspårig adjective 1 main sense, 1 subsense (fig.) one-track, simplistic

fasad noun 1 main sense, 1 subsense (fig.) front, facade

fotavtryck noun 1 main sense, 1 subsense (fig.) footprint

Some examples



UNIVERSITY OF GOTHENBURG

Data: Corpora  

• The SVT corpora (including news from the Swedish public service 
television company, 2004-2021) in Språkbanken Text/Korp.
– 21 corpora
– 240,393,329 tokens
– 15,991,049 sentences

|      SPRÅKBANKEN TEXT



UNIVERSITY OF GOTHENBURG

Data Preparation

• Selection of 20 polysemous words with at least two senses 
represented in the data.

• Usage extraction from the SVT corpora. 50 random uses (a 
sentence in our case) per word. 

• Filtering to exclude duplicates (5 tokens on either side of the 
candidate word) among the uses.

|      SPRÅKBANKEN TEXT



UNIVERSITY OF GOTHENBURG

Semantic Proximity and Word-Usage-Graphs
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UNIVERSITY OF GOTHENBURG

Semantic Proximity and Word-Usage-Graphs

|      SPRÅKBANKEN TEXT
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Semantic Proximity and Word-Usage-Graphs

|      SPRÅKBANKEN TEXT



UNIVERSITY OF GOTHENBURG

Semantic Proximity and Word-Usage-Graphs: enkelspårig

|      SPRÅKBANKEN TEXT

BLUE:  Den enkelspåriga 
järnvägen mellan Motala och 
Hallsberg  är idag en flaskhals 
(...). (‘The single-track railway 
between Motala and Hallsberg is 
today a bottleneck’)

ORANGE: De tror att vi är 
enkelspåriga lantisar, de tror att 
vi är trångsynta, att vi är rasister 
och homofober. (They think we're 
narrow-minded peasants, they 
think we're bigoted, that we're 
racists and homophobes’)



UNIVERSITY OF GOTHENBURG

Semantic Proximity and Word-Usage-Graphs: bagage

|      SPRÅKBANKEN TEXT

ORANGE: I bagaget hade de 
avancerad s.k. skimmingsutrustning. 
(‘In the luggage they had advanced 
so-called skimming equipment.)

BLUE: Många hade uppslitande 
händelser i bagaget, som 
dödsfall och skilsmässor. (‘Many 
had upsetting events in their 
baggage, such as deaths and 
divorces.)



UNIVERSITY OF GOTHENBURG

Semantic Proximity and Word-Usage-Graphs: fotavtryck

|      SPRÅKBANKEN TEXT

BLUE: Arkeologer fann 
fotavtrycket i lera (...) när de 
höll på att undersöka en antik 
plats i Siwa. (‘Archaeologists 
found the footprint in clay (...) 
while investigating an ancient 
site in Siwa.’)

BLUE: Det ekologiska fotavtrycket 
från maten är alldeles för stort och 
köttet är det viktigaste att ta itu med 
(...). ‘The ecological footprint of 
food is far too large and the meat is 
the most important thing to deal 
with (...)’



UNIVERSITY OF GOTHENBURG

Evaluation (manual and limited to 5 polysemous words)
Word/Cluster Orange Blue Green

C I U C I U C I U Accuracy

bagage 16 1 1 31 1 47/50

enkelspårig 16 34 50/50

baksida 12 1 37 49/50

fasad 1 47 1 1 48/50

fotavtryck 29 21 29/50

|      SPRÅKBANKEN TEXT

C: Correct I: Incorrect: U: Unclear



UNIVERSITY OF GOTHENBURG

Relevant CL Tasks

• Assign word usages to different clusters (Word Sense Induction)
• Detect different word senses in a usage sample (Semantic Variation 

Detection)
• Detect non-recorded word senses (Non-Recorded Word Sense 

Detection)



UNIVERSITY OF GOTHENBURG

Future Work

• More polysemous Swedish words
• More usages per word
• Lexicographic error analysis
• More fine-ingrained computational predictions
• Clustering on cosine similarity scores

|      SPRÅKBANKEN TEXT



UNIVERSITY OF GOTHENBURG

Thanks for listening! 

Questions/Comments/Suggestions?



Change is Key!
The study of contemporary and historical societies 

Change is Key! | GU Seminar | November 1st, 2023 



Nina Tahmasebi, CiK!, University of Gothenburg



Word meaning change

Over time 
He was an 

awesome leader!

He was an 

awesome leader!

time

In different contexts (at the same time)

St. Petersburg St. Petersburg

Petrograd

Leningrad

time

Nina Tahmasebi, CiK!, University of Gothenburg



Michelangelo’s 
Moses, 

San Pietro in Vincoli in Rome
1513-1515

קָרַן (qāran)

Nina Tahmasebi, CiK!, University of Gothenburg



main CHALLENGES for
computational models of meaning and change 

Handle languages with 
smaller amounts of data

Sense-aware models

Find out WHAT changed, 
HOW and WHEN

Generalize to 
multiple languages

Computational 
models of 

meaning and 
change

Nina Tahmasebi, CiK!, University of Gothenburg



Computational 
models of 

meaning and 
change

Language level change

Historical Linguistics

Our Research Questions

Nina Tahmasebi, CiK!, University of Gothenburg



Computational 
models of 

meaning and 
change

Our Research Questions

Language level change

Lexicography

Nina Tahmasebi, CiK!, University of Gothenburg



Computational 
models of 

meaning and 
change

Our Research Questions

Societal level change

Analytical Sociology

Nina Tahmasebi, CiK!, University of Gothenburg



Computational 
models of 

meaning and 
change

Our Research Questions

Societal level change

Gender Studies

Gender Studies

Nina Tahmasebi, CiK!, University of Gothenburg



The Market Language

Funded by MAW (2022-2025)

https://www.gu.se/forskning/marknadens-sprak-studier-i-talet-om-marknader-fran-medeltid-till-nutid

Marknadens språk: Studier i talet om 
marknader från medeltid till nutid

How did the market language 
change over time?

Problem 
formulation:

https://www.gu.se/forskning/marknadens-sprak-studier-i-talet-om-marknader-fran-medeltid-till-nutid


The Market Language

the market as a phenomenon was 
debated and an area for conflicts in 

an ever-changing society

an ever-expanding core concept, a 
diversification took place and the 

market became immensely 
productive as a concept

complete

The productive market The problematic market

Nina Tahmasebi, Svenska Språkets Historia, Maj 2023



Our Research Questions

Computational 
models of 

meaning and 
change

Gender Studies

Societal level change

Literary Studies

Nina Tahmasebi, CiK!, University of Gothenburg



Our societal contribution

Meaning for everyone

clams muslimclams muslim

Nina Tahmasebi, CiK!, University of Gothenburg



Our Two Research Aims

Computational linguistics Humanities and social sciences

Understand and create 
computational methods for 

lexical semantic change and variation

Answer research questions in 
different text-based HSS

Generate methods, methodology 
and proper evaluation

Nina Tahmasebi, CiK!, University of Gothenburg



Some facts

years6

partner universities6

Members from 4 countries4

Countries, with advisors6

People including a SE & PM17

MSek from RJ + 10.5MSek from the 
University, Faculty, Dept33.5

Nina Tahmasebi, CiK!, University of Gothenburg



Belgium (KUL)

Local team (GU)

Lund university IAS GU GU

Germany 
(USTUTT)

UK 
(QMUL) Belgium

Steering 
committee



Program management I

Program manager: Netta Huebscher

Steering group: Nina, Haim, Dominik, Simon

Advisors: Maria Koptjevskaja Tamm, Claire Bowern, Adam Jatowt, Dirk Geeraerts

Principal investigator: Nina Tahmasebi 

Nina Tahmasebi, CiK!, University of Gothenburg



Open source

Data Methods

Models Results

(code, pipelines, test data, 
tutorials on how to use the code)

(Topic models, Swedish 
word embeddings)

101001101001
010010100101

010011010

Nina Tahmasebi, CiK!, University of Gothenburg



Lund university IAS GU GU

GermanyBelgium UK 

GU

Nina Tahmasebi, CiK!, University of Gothenburg


	2023-11-01_many_time_point_lsc
	Language Change
	lexicography-flov-seminar-2023-11-01
	Nina Tahmasebi and the Change is Key! team 1.11.2023
	Slide 1
	Slide 2
	Slide 3: Word meaning change
	Slide 4: Michelangelo’s Moses,  San Pietro in Vincoli in Rome 1513-1515  
	Slide 5: main CHALLENGES for computational models of meaning and change 
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10: The Market Language
	Slide 11: The Market Language
	Slide 12: Our Research Questions
	Slide 13: Our societal contribution
	Slide 14: Our Two Research Aims
	Slide 15
	Slide 16
	Slide 17: Program management I
	Slide 18
	Slide 19


